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The Population Estimates and Projections area atthe U.S. Census Bureau develops population estimates forthe nation,
states,andcounties by age, sex, 31 racegroups, and Hispanic origin; population estimates for Puerto Ricoandits
municipios by age and sex; and total population estimates for cities, towns, and school districts. These estimates are the
foundationfor fundingallocations, survey controls, and the devel opment of federal, state, andlocal governmentagency
statistics. To developandrelease these estimates by mandated deadlines, we have created a sophisticated process fordata
acquisition, simulation, processing, review, and dissemination. This project describes our annual schedule, input data
sources, matrix-oriented workstructure, teams and internal processes, systems for sharing data internally, and methods we
usetoreleaseourdatatointeresteddata usersand the public. It provides a clear overview of the organization behind our
estimates production process.
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Introduction

The Population Estimates and Projections area atthe U.S. Census Bureau develops population estimates forthe nation,
states,andcounties by age, sex, 31 racegroups, and Hispanic origin; population estimates for Puerto Ricoandits
municipios by age and sex; and total population estimates for cities, towns, and school districts. These estimates are the
foundationfor funding allocations, survey controls, and the devel opment of federal, state, andlocal government agency
statistics.

Production of the estimates requires a variety of input data. The demographic balancing equation is relatively simple.
Populationchangeis a result of births, deaths, or migration (the movement of people from one areato another).

Figure 1. The Balancing Equation
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Inthereal world, however, there are no perfect or easily-accessible sources for these inputs with sufficient detail to allow
for the production of estimates inthe s pecific categories we use. Instead, werely on a variety of administrative and survey -
basedinputdata. Theincoming data do notalways fitthe demographic categories, geographies, or time periods we
require. Because of this, we have developeda variety of processes and structures to utilize the data we receive to produce
the populationestimates our data users and the public need.

This project presents a high-level overview of the structure of population estimates production atthe U.S. Census Bureau.
We begin by describing the overall process flow interms of our productionschedule and output data requirements. We
then listthevarious input data that we use for each of the major components in the balancing equation (and other
distributive processes). Thisincludes a list of the federal and state agencies that provide data to the Census Bureau for
estimates productionalong with a brief review of the level of detailassociated with each request.

Wemovethen to a discussionof the simulationand production process. This includes our change control process,
requirements and internaldatarequests, research andsimulation, production, internal review, audit, and data delivery.
Next, we describe thetwo majoravenues we useto release our datato the publicandinterested users. On theonehand,
our dissemination process creates public use tables and files which are posted on the Census Bureau’s Web site, and
creates materials for the media. On the other, we provide special tabulations to internal Census Bureau surveys, other
governmentagencies, and interested data users to allow more precise tabulations than would be possible with our publicly
availabletables.

Finally, related to our dissemination activities, we will briefly discuss the work that goes intocreating our mediaandpress
release materials. In addition to the data, we are continually reaching out to the public and other agencies to provide
information, support, anddetails regarding our data. Theseinclude press rel eases, media tours, conference presentations,
blog posts, graphics, andtelephone data consultation. Overall, the high degree of organizationin our processes allows us to
produce a complete data package to inform peopleaboutthe nation’s peopleand places.
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Production Timeline and Requirements

In general, we produce our estimates timeseries in “vintages” which startat the previous decennial census and estimate
forward using measures of population change over the entire period. For example, our Vintage 2013 estimates recreated
the timeseriesfrom April 1,2010through July 1,2013. Ourannual production scheduleis driven by a few major deadlines.
We publiclyrelease total population estimates for the nation, states, and Puerto Rico every yearinlate December. The
Federal Election Commissionrequires our estimates of the populationineach stateaged 18 or over by early January. In
March, werelease data on the total population of counties, county equivalents, and Puerto Rico municipios, along with
components of change and aggregated estimates for Core-Based Statistical Areas (metropolitan and micropolitanareas).
Between January and April, we deliver survey controls to the Current Population Survey and the American Community
Survey, among other data users. May sees the release of our subcounty total estimates for cities and towns, and housing
unitestimates for counties. Finally, in June we publiclyrelease data on the nation, states, and counties by age, sex, race,
and Hispanic origin alongwith estimates for Puerto Ricoand its municipios by ageand sex.

In order to accomplish therelease of these products, we have created a standardschedule for use throughout the vintage.
The following flow chartillustrates a typical year in our productiontimeline.

Figure 2. Population Estimates Overview Flowchart

Change Requests Planning Simulation Production Delivery Dissemination

(Jan-Mar)

o Evaluate need for
changes based on
previous vintage

* Propose changes for
method
improvements,
efficiencies, error
correction, etc. in
PPCRs

* Requires CCB
approval or CCB FYI
(in cases of minor
alterations)

(Feb-Mar)

* Receive accepted
PPCRs

* Revise team charter

* Revise team
requirements
document

¢ Create new work
breakdown structure

¢ Update team roles

(May-Aug)

¢ Request final input
data

¢ Evaluate PPCRs

¢ Write specifications

¢ Research code
changes

e Check simulations
eInternal review
¢ Audit
e External review

¢ Approval (CCB)

(Aug-Apr)

e Acquire final input
data

¢ Run final code

¢ Develop/Produce
phases

e Check production
e Internal review
e Audit
e External review

¢ Approval (Sponsor
and CCB)

(Post-Production)

o Create final extract
files as requested
through PADS

* Review/validate
extracts and notify
receiving teams
through PADS

¢ Final IDDRs and
EDDRs

(Dec-June)

o Create IDDRs for
Dissemination Team

* Write/revise
methodology
statements, release
notes, and other
documentation

* Release on flow basis
according to our
annual dissemination
schedule
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Note: PADS is our internal system for moving data between teams.
Abbreviations: PPCR=Proposal and Production Change Request; CCB=Change Control Board; IDDRs=Internal Detailed Data Requests EDDRs=External Detailed Data Requests

Every year, our teams propose changes, planfor production, simulate change, request new input data, produce final
populationestimates, review the results, and deliver estimates data products bothinternallyandto data users outside the
estimatesarea. Sinceour timeline has an overlapping startandfinish, we are consistently multitasking data acquisition,
processing, anddisseminationtasks.
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Input Data

The input data we use come from a variety of administrative and survey-based data sources. All of our estimates start with
the populationbase, or the population at the time of the last decennial census. For our Vintage 2013 estimates, the base
comes from Census 2010. The original census values are adjusted using Count Question Resolution program revisions, any
geographicchanges that wereincorporated since the census date, andtheresults of other Census operations. Further, we
modify race categories to remove the “Some other race” group for estimates processing. We do this to produce estimates
in the five Office of Management and Budget race categories and their combinations (W hite; Blackor African American;
American Indian or Alaska Native; Asian; and Native Hawaiian or Other Pacificlslander).

Data on births arereceived from the National Center for Health Statistics (NCHS) as individual birth records with
information on the child, mother (and father when available), and the place of residence. NCHS pr ovides similar individual
death recordsincludingage, sex, race, Hispanic origin, andresidence. One processingcomplication is that some states still
record birth and death data in the 1977 Office of Management and Budget race categories (four race groups), and we need
to convertthesedatainto the 31 race groups we produce. Another is that final data by full detail is only available for the
period two years priorto thevintage year. This means we need to create a short term projection in order to produ ce
estimates. We supplement these data (especially in the projection period) with information on county distributions
providedby the Federal-State Cooperative for Population Estimates (FSCPE) members.

Data oninternationalmigration are derived from a variety of sources, including the American Community Survey (ACS), the
Puerto Rico Community Survey (PRCS), research on the emigration of the native population, and data from the Defense
Manpower Data Center (DMDC) on the movement of military personnel between the United States and other areas. While
we haveinternal access to the ACS and PRCS, data fromthe DMDC must be acquired externally. The DMDC data also
provide information on the military population that we use to create estimates of the civilian and civilian
noninstitutionalized populations, which are often usedas survey controls.

Domestic migration rates are created from a combination of Internal Revenue Service (IRS) taxexemptions, Medicare
enrollment, the Social Security Numeric Identification file (NUMIDENT), and our internal Demographic Characteristics
Database (DCDB). Througha special agreement (and under Title 26 which governs our use of tax data), we are provided
informationon tax exemptions which we match across years to determine migration rates for various counties. The
NUMIDENT provides information on migrantandnon-migrant age andsex, while we derive information on raceand
Hispanicorigin from the DCDB, chiefly based on decennial census data.

Wealsoreceive estimates of changeinthe group quarters population atthe facility level from our state partnersinthe
FSCPE through the annual Group Quarters Report (GQR). We use these datain our estimates to create estimates of the
household population, the civiliannoninstitutionalized population, and as part of our published measures of domestic
migration. We getinformation on housing unit change from the Building Permit Survey, Survey of Construction,
Manufactured Homes Survey, and the American Housing Survey, all conducted by the Census Bureau.

Team Structure and Processes

The production of the estimates requires a highly skilled and committed staff along with a high degree of organizationand
coordination. We have met these challenges by integrating staff into a variety of purpose-focused teams with clearly
defined processes and scope. Some teams are tasked with the acquisition of externalinput data. Others clean and process
these data to prepare them for production. Production teams maintain the methodology that combines the various inputs
into final estimates and ensures that these estimates areinternally consistent across time periods, geographies, and
demographiccharacteristics. Review teams check simulation and production data for demographic reasonableness,
differences relative to the last vintage, and differences due to methodological change. Finally, dissemination and external
data request teams work with our management, our Public Information Office, the media, and external data customers to
ensureour dataisavailable to the widest possible audience.
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Even with thesevariedtasks, allof our teams functionwith a similarstructure followingproject management principles.
Eachteamhasa charter, team requirements document, and workbreakdown structure whichclearlylay outtheteam’s
requirements, tasks, acceptance criteria, andrelationship with both otherteams andthe productionschedule as a whole.
Withineach team, wealso have similarroles, whichallow staff to be flexible as preferences allow or schedules dictate. This
works well with our matrix-oriented structure, where staff across the area work on a variety of teams, regardless of their
actual Branchlocation. Every team has a team leader, responsible for organizing the team activities and completing work
tasks ontime. Theteam leader isalso generally responsible for representing the team at meetings or asanexpert for
consultation. The developer writes and maintains data production code while maintaining change control. Reviewers are
tasked with examining the data for reasonableness and correctness while auditors checkthe processing code for errors or
extraneous changes. Other roles on theteam also provide for passingdata between teams, checking data extracts, creating
special tabulation files for release, and checking thatall documentationis complete and updated.

Simulation, Production, and Review

Duringthe simulation season, teams work to develop improvements to estimates methodology, write new code to
incorporate them, review their potential effects on the estimates, and have them approved by the Change Control Board.
This may beassimpleasa singleinputteamrunning a single simulation, or as complicated as our “monster” simulationat
the end of the summer, whichcompletely recreates the previous vintage of estimates including all of the data transfers,
documentation, andreview. Thereason we do thisis to testthe combined impact of all of thatyear’s proposed changes,
paying particular attention to anyinteraction effects. Once this “monster” simulation is complete, we then move to the
production phase where weacquire, review, andincorporate the newinputdata requested overthe summer. Using the
approved methodology from simulations, we applyour production process to these new inputs to create the final series of
populationestimates.

To putthescaleof thistaskinperspective, the final datasets include: monthly national estimates by 101 ages, sex, 31races,
and Hispanic origin; annualstate and county estimates by three age groups (0-17, 18-64, 65 and over); annual stateand
county characteristics by 86 ages, sex, 31races, and Hispanic origin; annual Puerto Rico commonwealthand municipio
estimates by 86 ages and sex; annual total population estimates for cities, towns, and all the pieces of subcounty geography
needed to createthem (approximately 80,000 records); annual housing unit data for counties; andall theinput data sets, at
similar levels of detail, needed to produce them. For reference, the final county characteristics dataset has the potential for
10,664 records (age/sex/race/Hispanic origin combinations) per countyanda total of approximately33.5million records
per year of thetimeseries.

These estimates are reviewed heavily for accuracy and consistency before they arereleased. First, the productionteam
reviews the datato check for processingerrors and high level changes. Then, the external review team (“external” meaning
outside the production team) examines the datainterms of reasonableness and vintage-to-vintage change. Incorporating
“big” data on administrative records andsurveys, along with the complexity of our process can leadto occasional anomalies
inthedata.Thegoal of the external review processis to identify any anomalies that exist, determine their cause, and make
recommendations on whether adjustments or corrections to the data are needed.

Dissemination and External Data Requests

Oncethedata arereviewed and the results approved by management, we move on to the dissemination phase of the
process. This takes two primary forms. Thefirstis the publicrelease of our data on Census Bureau Web sites. Thesecondis
through special tabulations and data requests. Both are key components of our mission to produce and disseminate
informationon the nation’s peopleand places.

The dissemination process begins by devel oping table packages, release notes, methodology statements, and related
material for public release. We then work with management and other areas of the Census Bureau to publishour dataon
sites like American FactFinderand ourPopulation Estimates site. We alsowork closely with our Public Information Office to
develop reference materials, reach out to the media, conduct radio andtelevision interviews, and answer reporters’
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qguestions aboutthe datawereleased. Whilethese activities peak around our major releases, we are continually consulted
throughouttheyear as experts on population estimates, population change, and demographic methodology.

The external datarequest process works throughoutthe year to provide s pecific users s pecial tabulations of datasets that
arenototherwise publiclyavailable (note that “external” here relates to an entity outside the Estimates and Projections
area).Eachoftheserequestsis documented, potentially approved by management, and entails anagreementwiththe data
user regarding proper use andrelease of the data. Requests rangeinsize from majorsurvey controlslike those for the
American CommunitySurveyor Current Population Survey, to relativelysmaller requests such as population clock data by
day or specific tabulations for research organizations collapsed into certainage categories. These dataare alsodelivered to
a variety of government agencies, such as the National Center for Health Statistics, the Bureau of La bor Statistics, the
Selective Service System, and the Center for Medicare and Medi caid Services, along with stateand local government
agencies. They areintegral to the operation of the federal statistical system.



