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Abstract 

Respondent driven sampling (RDS) is a data collection approach for hidden and rare populations which 

relies on respondents’ social networks to recruit participants and uses post-sample weighting 

procedures to obtain population representative estimates. RDS’s ease of recruiting study participants 

quickly and cost-effectively comes at the cost of multiple assumptions about the sampling process which 

have been shown to be violated in practice with resulting large biases.  Whereas prior work to improve 

the ability of RDS to produce valid and precise estimates of the characteristics of a hidden population 

has focused on the development of new statistical estimators, we test innovations to the RDS sample 

recruitment process itself. Using simulated sampling and empirically informed social networks of a 

hidden population of female sex workers in China, we examine whether modifications to the sampling 

procedure robustly improve RDS inference across a range of contexts. Extended Abstract 

Populations are “hidden” or “hard-to-reach” if they are effectively impossible to sample 

using conventional survey methods that require predefined sampling frames (Heckathorn 1997). 

Examples include population groups of key interest to contemporary public health research: 

intravenous drug users, female sex workers (FSWs) and men who have sex with men, who may 

be at high risk of acquiring or transmitting sexually transmitted infections (STI) including 

HIV/AIDS.  The extent of public health problems within these hidden populations, and their 

impacts on the health dynamics of the general population, are difficult to discern, however, since 
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traditional observational schemes—from direct observation to clinic-based inquiries to snowball 

sampling—lack a basis for inferring representation.   

Respondent driven sampling (RDS) has emerged as one of the dominant methods for 

surveying hidden populations in a manner which can yield population representative estimates 

(White et al. 2012). Hundreds of studies have been conducted using RDS (Malekinejad 2008), 

and the U.S. National Institutes of Health have invested more than $150 million in grants listing 

RDS as a keyword (Verdery et al. 2014a). RDS samples are recruited through peer referral and a 

dual incentive structure – where respondents are compensated for both participating and 

recruiting new participants. Researchers then apply one of several statistical estimators to the 

sample data to account for the sampling design and biases introduced by the referral process 

(Gile and Handcock 2010; Tomas and Gile 2011). 

Several methodological evaluations can be found in the literature.  Taken together, they 

offer the following conclusions: a) RDS makes stringent assumptions about the population being 

sampled and the sampling process that are not met in practice; b) failure to meet these 

assumptions – especially the assumption that individuals recruit from their peers at random 

without respect to peers’ attributes – leads to substantial biases in sample estimates of the 

population mean; c) even when RDS’s assumptions are met, its estimates of the population mean 

remain highly uncertain because they can exhibit large sample to sample variance and because 

current variance estimation techniques have large biases (Goel and Salganik 2009; Goel and 

Salganik 2010; Gile and Handcock 2010; Lu et al. 2012; McCreesh et al. 2012; Merli et al. 2014; 

Verdery et al. 2014a). Yet, the RDS method is in widespread use. Public health practitioners 

praise it because it is a quick, cost-effective, confidential method to recruit samples of 

historically hidden but epidemiologically relevant populations and because it claims to provide a 
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probabilistic framework for inference from the RDS sample to the hidden population (Platt et al. 

2006; lots of others). This suggests that, in spite of its methodological weaknesses, RDS as a 

sampling strategy is here to stay.  

A number of researchers have proposed new statistical approaches to improve estimation 

and inference from data collected via the traditional RDS protocols (Gile 2011; Gile and 

Handcock 2011; Gile, Johnston and Salganik 2014). Less attention has been devoted to altering 

the RDS sample recruitment process. Those who have considered changing this process have 

either proposed abandoning the respondent driven nature of the recruitment and directing the 

sampling process to fully explore the underlying network, e.g., Mouw and Verdery (2012), or 

they have invoked supplemental data collection to validate RDS assumptions (e.g., Yamanis et 

al. 2013) or have developed more robust statistical estimators (Lu 2013) which take advantage of 

the collection of supplemental data without changing the basic recruitment dynamics.  

In this paper, we rely on simulation methods to test innovations to the conventional RDS 

sample recruitment process. We propose novel strategies for sample recruitment and test their 

efficacy within a simulation-evaluation framework. We parameterize our simulations with data 

from multiple sources: eight synthetic population social networks grounded in data on female sex 

workers in China from the PLACE-RDS Comparison Study (PRCS; Weir et al. 2012; Merli et al. 

2014). We simulate two types of innovations to the RDS sample recruitment strategy and test 

their robustness to violations of RDS assumptions about referral biases, which prior work has 

identified as being particularly important (Yamanis et al. 2013; Gile and Handcock 2010). We 

first simulate a set of cases where RDS recruitment chains on a social network do not exhibit 

referral bias. Next, to characterize degrees of sensitivity to referral bias, we simulate sets of 

additional chains which exhibit increasingly large recruitment biases. This is a departure from 



4 
 

prior literature which has tended to consider exclusively scenarios with and without referral bias. 

We supplement this analysis by locating empirically observed recruitment bias as measured with 

the unique data collected in the PRCS along these sensitivity curves to characterize where 

empirical samples tend to fall in this simulated framework. With this characterization in place, 

we next explore how RDS sample recruitment innovations shift the sensitivity curves. The 

innovations we test are as follows:  

1) “Re-seeding” the sample after a set number of sampling units have been recruited. We 

achieve this by presenting additional coupons and recruitment opportunities to 

respondents at the time of their follow-up interviews where they come to collect the 

incentive payments for successfully recruiting additional survey participants. In re-

seeding, we prioritize offering additional coupons to respondents who have recruited 

peers that differ from themselves along key dimensions or from the composition of the 

sample collected to that point as assessed by examining their set of recruits. 

2) Differentially incentivizing recruitment according to geographic or social distance. 

Observations of social networks typically find strong clustering along a number of social 

and spatial dimensions (McPherson et al. 2001).  We examine whether providing 

respondents extra incentives for recruiting others who differ substantially in these 

dimensions affects the efficacy of the sample. To do this, we examine a range of price 

sensitivities which accounts for the possibility that some respondents are not responsive 

to additional incentives. 

In our simulation results, we evaluate the sensitivity of three key RDS statistical 

estimators – the naïve/unadjusted sample mean (Naïve), the RDS2/Volz-Heckathorn estimator 

(RDS2-VH) proposed by Volz and Heckathorn (2008), and the Linked Ego Networks (RDS1-
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LEN) estimator proposed by Lu (2013). Recent work shows the RDS1-LEN estimator greatly 

outperforms all other RDS estimators in terms of inference, while the naïve sample mean 

performs second best (Verdery et al. 2014b); we include the RDS2-VH estimator because it is 

most often used in practice. Following Verdery et al. (2014b), we focus on distributional 

properties of these estimators and examine both biasedness of the resultant samples in terms of 

mean deviation from a population parameter and the sampling variance or design effects 

generated by each of these estimators. 

Our goal is to produce general rules, adaptable to other hidden populations with different 

referral dynamics than female sex workers in China, and to offer guidance on the types of 

additional RDS data collection modules that could be collected to drive feasible adaptations of 

the RDS sample recruitment procedures to reach optimal population coverage so as to reduce 

biases and sampling variance using current estimators. These innovations, especially if presented 

in the form of guidelines for RDS practitioners, are critical for preserving and improving this 

effective sampling strategy for hidden populations. 
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